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AGENDA

• PyTorch

• Backprop/Gradient Descent

• Build an actual HLT Deep Network



RECAP

• Supervised Learning

• Logistic Regression

• Neural Networks



PYTORCH

• Yes, I verified … it will most likely be needed for an assignment



PYTORCH

• Yes, I verified … it will most likely be needed for an assignment

• But it is also one of the most important tools you will need for HLT
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CREATE A NEW ENVIRONMENT

• Always do this for a new project … prevents conflicts



ACTIVATE ENVIRONMENT

• Actually use it ☺



PYTORCH



PYTORCH



JUPYTER NOTEBOOK https://jupyter.org/
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JUPYTER NOTEBOOK



SWITCH TO NOTEBOOK



GRADIENT DESCENT

• Find local optimum of a function, f(x)

f(x)

gradient



ONE-HOT VECTOR
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