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1Text→ Knowledge

• Human knowledge is stored in text

• How can we extract this to make it available for processing by machines?
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examples
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3Goal: Build Database of World Leaders

Country Position Person
United States president George Walker Bush
United States president Barack Hussein Obama
United States president Donald Trump
United States president Joe Biden

Germany chancellor Gerhard Schröder
Germany chancellor Angela Merkel
Germany chancellor Olaf Scholz

United Kingdom prime minister Theresa May
United Kingdom prime minister Alexander Boris de Pfeffel Johnson
United Kingdom prime minister Keir Starmer

China president Hu Jintao
China president Xi Jinping
India prime minister Manmohan Singh
India prime minister Narendra Modi
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4Extracting Relations

• From this snippet, we can extract:

(United States, president, Barack Hussein Obama)

• Why is this a hard problem?
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5Extracting Events

• Report of soccer game

– when? where? who? what? why?
– players involved, information about each player, each goal, audience size, ...?

• Multiple data base tables, connection between entities
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structural knowledge
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7Ontologies
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8Knowledge Graphs
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9Frames
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10Scripts
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named entities
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12Named Entities

• Essential processing step: identifying named entities

• Types

– persons
– geo-political entities (GPE)
– events
– dates
– numbers
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13Example

[PERSON Boris Johnson]’s [GPE cabinet] is divided over how to proceed

with [EVENT Brexit], as the [PERSON prime minister] faces the stark

choice of pressing ahead with his deal or gambling his premiership on

a [DATE pre-Christmas] general election. The [PERSON prime minister]

told [PERSON MPs] at [DATE Wednesday]’s [EVENT PMQs] that he was awaiting

the decision of the [GPE EU27] over whether to grant an extension

before settling his next move. Some [PERSON cabinet ministers],

including the [PERSON [GPE Northern Ireland] secretary, Julian Smith],

believe the majority of [NUMBER 30] achieved by the [GPE government] on

the second reading of the [EVENT Brexit] bill on [DATE Tuesday]

suggests [PERSON Johnson]’s deal has enough support to carry it

through all its stages in [GPE parliament].
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14Named Entity Tagging

• Problem broken up into two parts

• Tagging where named entities start and end

[NE Boris Johnson]’s [NE cabinet] is divided over how to proceed

with [NE Brexit], as the [NE prime minister] faces the stark

• Classification of types

[PERSON Boris Johnson]’s [GPE cabinet] is divided over how to proceed

with [EVENT Brexit], as the [PERSON prime minister] faces the stark
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15Tagging

• Convert into BIO sequence (begin / intermediate / other)

Boris B

Johnson I

’s O

cabinet B

is O

divided O

over O

how O

to O

proceed O

with O

Brexit B

, O
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16Bayes Rule

• We want to find the best part-of-speech tag sequence T for a sentence S

argmaxT p(T |S)

• Bayes rule gives us

p(T |S) =
p(S|T ) p(T )

p(S)

• We can drop p(S) if we are only interested in argmaxT

argmaxT p(T |S) = argmaxT p(S|T ) p(T )
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17Decomposing the Model

• The mapping p(S|T ) can be decomposed into

p(S|T ) =
∏
i

p(wi|ti)

• p(T ) could be called a part-of-speech language model, for which we can use an
n-gram model:

p(T ) = p(t1) p(t2|t1) p(t3|t1, t2)...p(tn|tn−2, tn−1)

• We can estimate p(S|T ) and p(T ) with maximum likelihood estimation (and
maybe some smoothing)
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18Hidden Markov Model (HMM)

• The model we just developed is a Hidden Markov Model

• Elements of an HMM model:

– a set of states (here: the tags)
– an output alphabet (here: words)
– initial state (here: beginning of sentence)
– state transition probabilities (here: p(tn|tn−2, tn−1))
– symbol emission probabilities (here: p(wi|ti))
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19Search for the Best Tag Sequence

• We have defined a model, but how do we use it?

– given: word sequence
– wanted: tag sequence

• If we consider a specific tag sequence, it is straight-forward to compute its
probability

p(S|T ) p(T ) =
∏
i

p(wi|ti) p(ti|ti−2, ti−1)

• Problem: if we have on average c choices for each of the n words, there are cn

possible tag sequences, maybe too many to efficiently evaluate
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20Walking through the States

• First, we go to state B to emit Boris:

B

I

O

Boris Johnson ‘s cabinet

START
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21Walking through the States

• Then, we go to state I to emit Johnson:

B B

I I

O O

Boris Johnson ‘s cabinet

START
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22Walking through the States

• Of course, there are many possible paths:

B B

I I

O O

B

I

O

B

I

O

Boris Johnson ‘s cabinet

START
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23Viterbi Algorithm

• Intuition: Since state transition out of a state only depend on the current state
(and not previous states), we can record for each state the optimal path

• We record:

– cheapest cost to state j at step s in δj(s)
– backtrace from that state to best predecessor ψj(s)

• Stepping through all states at each time steps allows us to compute

– δj(s+ 1) = max1≤i≤N δi(s) p(tj|ti) p(ws+1|tj)
– ψj(s+ 1) = argmax1≤i≤N δi(s) p(tj|ti) p(ws+1|tj)

• Best final state is argmax1≤i≤N δi(s+ 1), we can backtrack from there
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entity linking
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25Same Person

[PERSON Boris Johnson]’s cabinet is divided over how to proceed with
Brexit, as the [PERSON prime minister] faces the stark choice of
pressing ahead with his deal or gambling his premiership on a

pre-Christmas general election. The [PERSON prime minister] told MPs
at Wednesday’s PMQs that he was awaiting the decision of the EU27

over whether to grant an extension before settling his next move.

Some cabinet ministers, including the secretary, Julian Smith,

believe the majority of 30 achieved by the government on the second

reading of the Brexit bill on Tuesday suggests [PERSON Johnson]’s deal
has enough support to carry it through all its stages in parliament.

• Same person referred to 4 times in 3 different ways
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26Different Person, Same Name
• Explorers and Academics

– John Smith (explorer) (1580–1631), helped found the Virginia Colony and became Colonial Governor of Virginia
– John Smith (anatomist and chemist) (1721–1797), professor of anatomy and chemistry at the University of Oxford, 1766–97
– John Smith (Cambridge, 1766), vice chancellor of the University of Cambridge, 1766 until 1767
– John Smith (astronomer) (1711–1795), Lowndean Professor of Astronomy and Master of Caius
– John Smith (lexicographer) (died 1809), professor of languages at Dartmouth College
– John Smith (botanist) (1798–1888), curator of Kew Gardens
– John Smith (physician) (c.1800–1879), Scottish physician specialising in treating the insane
– John Smith (dentist) (1825–1910), founder of Edinburgh’s School of Dentistry
– John Smith (sociologist) (1927–2002), English sociologist

• Arts
– John Smith (engraver) (1652–1742), English mezzotint engraver
– John Smith (English poet) (1662–1717), English poet and playwright
– John Smith (clockmaker) (1770–1816), Scottish clockmaker
– John Smith (architect) (1781–1852), Scottish architect
– John Smith (art historian) (1781–1855), British art dealer
– John Smith (Canadian poet) (born 1927), Canadian poet
– John Smith (actor) (1931–1995), American actor
– John Smith (English filmmaker) (born 1952), avant-garde filmmaker
– John Smith (comics writer) (born 1967), British comics writer
– John Smith (musician), English contemporary folk musician and recording artist

• Politicians
– John Smith (Victoria politician) (John Thomas Smith, 1816–1879), Australian politician
– John Smith (New South Wales politician, born 1811) (1811–1895), Australian politician
– John Smith (New South Wales politician, born 1821) (1821–1885), Scottish/Australian professor and politician
– John Smith (Kent MPP), member of the 1st Ontario Legislative Assembly, 1867–1871
– John Smith (Manitoba politician) (1817–1889), English-born farmer and politician in Manitoba
– John Smith (Peel MPP) (1831–1909), Scottish-born Ontario businessman and political figure

• ... many many more ...
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27Entity Linking

• Task: map a mention to an entity

• Entity linking is often formulated as a ranking problem

y∗ = argmaxy Ψ(y, x, c) y ∈ Y (x)

where

– y is a target entity,
– x is a description of the mention
– Y (x) is a set of candidate entities
– c is a description of the context
– Ψ is a scoring function

• Predefined name dictionary to restrict set of candidates Y (x)
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28Features

• Similarity of mention string to canonical entity name

Ψ(ATLANTA, Atlanta, c) > Ψ(ATLANTA− HAWKS, Atlanta, c)

• Popularity of the entity (e.g., measured by Wikipedia page views)

Ψ(ATLANTA, GEORGIA, Atlanta, c) > Ψ(ATLANTA, OHIO, Atlanta, c)

• Entity type, as output by the named entity recognition system.

Ψ(ATLANTA− CITY, Atlanta, c) > Ψ(ATLANTA− MAGAZINE, Atlanta, c)
when tagged as LOCATION
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29

co-reference resolution
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30Pronomial Reference

[PERSON Boris Johnson]’s cabinet is divided over how to proceed with
Brexit, as the [PERSON prime minister] faces the stark choice of
pressing ahead with his deal or gambling his premiership on a
pre-Christmas general election. The [PERSON prime minister] told MPs
at Wednesday’s PMQs that he was awaiting the decision of the EU27
over whether to grant an extension before settling his next move.
Some cabinet ministers, including the secretary, Julian Smith,

believe the majority of 30 achieved by the government on the second

reading of the Brexit bill on Tuesday suggests [PERSON Johnson]’s deal
has enough support to carry it through all its stages in parliament.
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31Some Terminology

Referring expression Part of utterance used to identify or introduce an entity

Referents are such entities (imagined to be) in the world

Reference is the relation between a referring expression and a referent

Coreference More than one referring expression is used to refer to the same entity

Anaphora Reference to, or depending on, a previously introduced entity
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32Coreference and Pronouns

• Pronouns serve as anaphoric expressions when they rely on the previous
discourse for their interpretation

Definite pronouns He, she, it, they, etc.
Indefinite pronouns One, some, elsewhere, other, etc.

• Some pronouns have other roles as well

– periphrastic it: It is raining, It is surprising that you ate a banana
– generic they and one: They’ll get you for that, One doesn’t do that
sort of thing in public

• Antecedent: expression from the previous discourse used in interpreting a
pronoun
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33Reference Resolution

• Reference resolution is the process of determining the referent of a referring
expression

• Context obviously plays a crucial role in reference resolution

Situational The real-world surroundings (physical and temporal) for the
discourse

Mental The knowledge/beliefs of the participants
Discourse What has been communicated so far

• Traditional approaches to implementing reference resolution distinguish two
stages

1. Filter the set of possible referents by appeal to linguistic constraints
2. Rank the resulting candidates based on some set of heuristics

• More on methods involving large language models later...
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relation extraction
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35Relations

• We may be interested in relations of a specific type

• Example: birthplaces

Bill Clinton was born in the small town of Hope, Arkansas, ...

George Walker Bush was born in New Haven, Connecticut, while ...

Obama was born in Hawaii, studied at Columbia and Harvard, ...

• Broad category: ENTITY-ORIGIN

Philipp Koehn Introduction to Human Language Technology: Information Extraction 26 September 2024



36Types of Relations

• Types of relations from SemEval-2010

CAUSE-EFFECT those cancers were caused by radiation exposures
INSTRUMENT-AGENCY phone operator
PRODUCT-PRODUCER a factory manufactures suits
CONTENT-CONTAINER a bottle of honey was weighed
ENTITY-ORIGIN letters from foreign countries
ENTITY-DESTINATION the boy went to bed
COMPONENT-WHOLE my apartment has a large kitchen
MEMBER-COLLECTION there are many trees in the forest
COMMUNICATION-TOPIC the lecture was about semantics
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37Pattern-Based Relation Extraction

• Surface patterns

[PERSON] was born in [LOCATION]

• Not robust to small variations

Bill Clinton was born in the small town of Hope, Arkansas, ...

Ronald Reagan who was born in Tampico, Illinois ...

Jimmy Carter was born October 1, 1924 in Plains, GA.

• Possibly many patterns needed

– hand-crafted patterns likely high precision, low recall
– learned patterns require annotated training data or known examples
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38Syntactic Patterns

• Patterns can be also defined over the syntactic relations

• Dependency relationships

[PERSON] ←SUBJ— born —PP-LOC→ [LOCATION]

• Recall: semantic roles
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39Learning Patterns

• Given a set of examples for a relation ENTITY-ORIGIN(person, location)

• Automatically label text where both person and location occur

• Use this as training data to learn classifier

• Features

– properties of the entities
– words and n-gram between and around entities
– syntactic dependency path between entities
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knowledge base population
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41Wikipedia Infobox

• Given a frame

• Slot filling

• Each slot a relation

• Possibly multiple entries in a slot
(children, education)
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42Information Fusion

• Combine information from multiple text sources

Jimmy Carter celebrates his birthday today on October 1.

Born in 1924, Carter is the oldest president alive, ...

President Carter who hails from Plains, Georga, ...
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43Events

• Events involve multiple relations

• Limited to a specific time frame

• Event co-reference

– multiple mentions of same event
– mention same time frame, same actors, etc.
– clustering? linking?

• Relations between events

– temporal relationships
– causal relationships
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44Hedges, Denials, Hypothetical

• Examples

1. GM will lay off workers.

2. A spokesman for GM said GM will lay off workers.

3. GM may lay off workers.

4. The politician claimed that GM will lay off workers.

5. Some wish GM would lay off workers.

6. Will GM lay off workers?

7. Many wonder whether GM will lay off workers.

8. This suggests that GM will lay off workers.

• Probability of proposition (may)

• Hedging (suggests)

• Attribution (spokesman said, politician claimed)
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45

using large language models
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46LLM Prompting
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47Re-DocRED

• Simple prompting approach
is harder when

– full document is given as input
– relevant information is

distributed across the document
– multiple relations can be

extracted

• Example: Re-DocRED

• Multiple types of relations

– producer
– country of citizenship

• Multiple instances
(here: multiple producers)
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48Multi-Step Approach

• Single prompt to extract all entities
Extract all relations.

• One prompt for each relation type
Extract all relations of type country of citizenship.

• For each relation, first prompt for head (first entity), then for relation
[Xue et al.: AutoRE, ACL 2024]
Extract all entities that have information about country of citizenship.
Extract the country of citizenship for Taylor Swift.

• The usual tricks

– provide examples in prompts (multi-shot)
– instruction fine-tuning
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knowledge graphs

in large language models
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50Structured and Unstructured Knowledge

• Language contains in a format
that is not easy to process
by algorithms

• Structured knowledge
(as in knowledge graphs)
is hard to match and combine

⇒ Combine these in some way
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51Knowledge-Graph Assisted LMs

• First retrieve relations from knowledge graph

• Add it to the prompt

• Query the language model
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52Use LM to Generate Queries

• Given the question

Which country is Obama from?

• Ask the language model to generate a query

query(country of citizenship, Barack Obama, ?)

• Query the knowledge graph

query(country of citizenship, Barack Obama, ?) → USA
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53Neurosymbolic Processing

• Many ways to combine

– symbolic (structured) knowledge
– neural (language models) knowledge

• May require multiple steps, either

– prompting language model
– generating structured queries
– querying structured knowledge

• May require planning of which steps to perform

• Many open research challenges
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54

questions?
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