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1Administrative

• Coordinator: Philipp Koehn (phi@jhu.edu)

• Lecturers: Faculty of the Center for Language and Speech Processing (CLSP)

• TA: Elina Baral (ebaral1@jhu.edu)

• Class: Tuesday, Thursday, 9:00-10:15, Hodson 210

• Course web site: https://jhu-intro-hlt.github.io/

• Grading
– 4 assignments (12.5% each)
– first midterm exam (15%)
– second midterm exam (15%)
– final exam (20%)
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2Course Overview

• Human Language Technology

– Speech: spoken language (audio)
– Text: written language (text)

• What is it good for?

– Means of Communication
→ new ways of interacting with computers

– Storage medium for knowledge
→ new ways of making word knowledge available

• This course will introduce

– methods and tools used in HLT
– overview of HLT applications
– JHU faculty working on speech and language
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3Course Overview: Text

• Words, Morphology (Yarowsky)

• Syntax (Post)

• Semantics (Lippincott, Koehn)

• Deep Learning (Murray)

• Information retrieval and extraction (Koehn, Duh)

• Machine translation (Duh)
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4Course Overview: Speech

• Audio signals, phonemes, graphemes, dictionaries (Moro-Velazquez)

• Auditory system (Elhilali)

• Speech recognition: HMM (Khudanpur)

• End-to-end neural speech recognition (Khudanpur)

• Enhancement and diarization (Villaba, Garcia)
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5Course Overview: Applications

• NLP for Digital Humanities (Lippincott)

• Interpretable and Explainable NLP (Chen)

• Question answering (Duh)

• Computational Social Science (Field)

• Ethical problems (Moro-Velazquez)

• Scaling large language models (Khashabi)

Philipp Koehn Introduction to Human Language Technology: Introduction 27 August 2024



6Master Concentration in HLT

https://www.clsp.jhu.edu/human-language-technology-masters/

• Concentration in Human Language Technology

– Master in Computer Science
– Master in Electrical and Computer Engineering

• Requirements (in addition to usual degree requirements)

– Introduction to Human Language Technology (601.667)
– Natural Language Processing (601.665)
– Information Extraction from Speech and Text (520.666)
– Master project in HLT
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7Center for Language and Speech Processing

• One of the largest and most influential academic research centers in HLT

• Faculty in Computer Science, Electrical and Computer Engineering, Cognitive
Science, Mathematical Sciences, ...

• Home of over 60 researchers, dozens of PhD students

• Founded in 1992 by Frederick Jelinek (1932-2010)

• Sibling center: Human Language Technology Center of Excellence (HLTCOE)
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8Speech Recognition
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9Information Retrieval
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10Information Extraction
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11Machine Translation
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12Question Answering
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13Dialog Systems (1966)
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14Dialog Systems (2024)
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15Call Center
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16Hate Speech Detection

incitement of violence / dehumanizing individuals or groups of people
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17Fake News Detection
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18Large Pretrained Model Revolution

• Train large models on raw text, computer code, or speech

– large language models (e.g., ChatGPT)
– large code models (e.g., Code Llama)
– large speech models (e.g., Whisper)

• Use them directly for language tasks

– ”emergent behavior”, ”zero-shot”
– may require clever prompt design

• Adapt them to tasks

– instruction fine-tuning
– reinforcement learning from human feedback
– workflows that include traditional symbolic processing
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19Convergence of Methods

• Text, speech, and vision increasingly use similar methods
(variants of deep learning with Transformer model)

• Trend towards integrating them into a single model

• Still many challenges

– different sets of training data for different modalities
– size of integrated models makes training expensive
– what is relevant in speech and vision different from text

(emotion, nuance, properties beyond textual meaning)
– multilinguality
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20Common Themes

• Hard problems→ not solved, but good enough technology

• Common methods with other subfields of artificial intelligence

• Technology is advancing rapidly

• New applications on (and just behind) horizon
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