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Neural networks are remarkably 
effective in language technologies



Language modeling

(Jozefowicz et al., 2016)

̂P(wn = wk |w1, …, wn−1)

The boys went outside to _____



The interpretability 
challenge

• The network doesn’t follow 
human-designed rules


• Its internal representations are not 
formatted in a human-readable 
way


• What is the network doing, how, 
and why?



Why do interpretability and 
explainability matter?

https://www.cnn.com/2019/11/12/business/apple-card-gender-bias/index.html

https://www.cnn.com/2019/11/12/business/apple-card-gender-bias/index.html
https://www.cnn.com/2019/11/12/business/apple-card-gender-bias/index.html


Why do interpretability and 
explainability matter?

• We are typically uncomfortable with having a system we 
do not understand make decisions with significant societal 
and ethical consequences (or other high-stakes 
consequences)


• Examples: the criminal justice system, health insurance, 
hiring, loans


• If we don’t understand why the system made a decision, 
we cannot judge whether it conforms to our values



Why do interpretability and 
explainability matter?

• Human-in-the-loop settings: cooperation between humans 
and ML systems


• Debugging neural networks


• Scientific understanding and cognitive science:


• A system that performs a task well can help generate 
hypotheses for how humans might perform it


• Those hypotheses would be more useful if they were 
interpretable to a human (the “customer” of the explanation)



Outline

• Using behavioral experiments to characterize what the 
network learned (“psycholinguistics on neural networks”)


• What information is encoded in intermediate vectors? 
(“artificial neuroscience”)


• Interpreting attention weights


• Symbolic approximations of neural networks



Outline
• Using behavioral experiments to characterize what 

the network learned 

• What information is encoded in intermediate vectors? 
(“artificial neuroscience”)


• Interpreting attention weights


• Symbolic approximations of neural networks


• Interpretable models



Linguistically targeted 
evaluation

• Average metrics (such as perplexity) are primarily affected 
by frequent phenomena: those are often very simple


• Effective word prediction on the average case can be due 
to collocations, semantics, syntax… Is the model 
capturing all of these?


• How does the model generalize to (potentially infrequent) 
cases that probe a particular linguistic ability?


• Behavioral evaluation of a system as a whole rather than 
of individual vector representations



Syntactic evaluation with 
subject-verb agreement

The key to the cabinets is on the table.



Evaluating syntactic predictions 
in a language model

• The key to the cabinets….   P(was) > P(were)?

The key cabinetsto the

key to wasthe cabinets

(Linzen, Dupoux & Goldberg, 2016, TACL)



Agreement in a simple 
sentence
The author laughs.


*The author laugh.

(Marvin & Linzen, 2018, EMNLP)
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https://www.aclweb.org/anthology/D18-1151/


Agreement in a sentential 
complement

The mechanics said the security guard laughs.


*The mechanics said the security guard laugh.
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(Marvin & Linzen, 2018, EMNLP)

https://www.aclweb.org/anthology/D18-1151/


Most sentences are simple; focus 
on dependencies with attractors
• The keys are rusty.


• The keys to the cabinet are rusty.


• The ratio of men to women is not clear.


• The ratio of men to women and children is not clear.


• The keys to the cabinets are rusty.


• The keys to the door and the cabinets are rusty.


• Evaluation only: the model is still trained on all sentences!

RNNs’ inductive bias favors short 
dependencies (recency)! 

(Ravfogel, Goldberg & Linzen, 
2019, NAACL)



Agreement across an object 
relative clause

The authors who the banker sees are tall.


*The authors who the banker sees is tall.

The authors who 
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S

NP VP

NP SBAR

Det N WHNP S

NP VP

Det N V



Agreement across an object 
relative clause

The authors who the banker sees are tall.


*The authors who the banker sees is tall.

0%

25%

50%

75%

100%

Tri
gra
m

LS
TM

Mu
ltita
sk

Hu
ma
n

Ac
cu
ra
cy

Chance

Multitask 
learning with 
syntax barely 

helps…

(Marvin & Linzen, 2018, EMNLP)

https://www.aclweb.org/anthology/D18-1151/


Adversarial examples

(Jia and Liang, 2017, EMNLP)

Adversarial examples indicate that the model is 
sensitive to factors that are not the ones we think it 

should be sensitive to

https://www.aclweb.org/anthology/D17-1215/


Adversarial examples

(Wallace et al., 2019, EMNLP)

Prepending a single word to SNLI hypotheses:

Triggers transfer across models! (Likely because they reflect dataset bias 
and neural models are very good at latching onto that)

https://www.aclweb.org/anthology/D19-1221/


Outline

• Using behavioral experiments to characterize what the 
network learned (“psycholinguistics on neural networks”)


• What information is encoded in intermediate vectors? 
(“artificial neuroscience”) 

• Interpreting attention heads


• Symbolic approximations of neural networks



Diagnostic classifier
• Train classifier to predict a property of a sentence embedding 

(supervised!)


• Test it on new sentences (Adi et al., 2017, ICLR)

(Eight length bins) (Does w appear in s?) (Does w1 appear before w2?)



Diagnostic classifier

(Shi, Padhi & Knight, 2016, EMNLP) 

GermanFrench
Parse trees

Hidden state of a 2-layer LSTM NMT system 

https://www.aclweb.org/anthology/D16-1159/


Effect of power of probing 
model

(All models trained on top of ELMo;

GED = Grammatical error detection,


Conj = conjunct identification,

GGParent = label of great-grandparent in 

constituency tree)

(Liu et al., 2019, NAACL)

https://www.aclweb.org/anthology/N19-1112/


What does it mean for 
something to be represented?
• The information can be recovered from the intermediate 

encoding


• The information can be recovered using a “simple” 
classifier (simple architecture, or perhaps trained on a 
small number of examples)


• The information can be recovered by the downstream 
process (e.g., linear readout)


• The information is in fact used by the downstream 
process



Diagnostic classifier

(Blue: correct prediction; green: incorrect)

(Giullianeli et al., 
2018, BlackboxNLP)

https://www.aclweb.org/anthology/W18-5426/
https://www.aclweb.org/anthology/W18-5426/


Diagnostic classifier

(Giullianeli et al., 
2018, BlackboxNLP)

https://www.aclweb.org/anthology/W18-5426/
https://www.aclweb.org/anthology/W18-5426/


Erasure: how much does the classifier’s 
prediction change if an input dimension is 

set to 0?

(Li et al., 2016, arXiv)

(Related to ablation of a hidden unit!)

https://arxiv.org/abs/1612.08220


How do we represent discrete 
inputs and outputs in a network?

Localist (“one hot”) representation: each unit represents an 
item (e.g., a word)

Distributed representation: each item is represented by 
multiple units, and each unit participates in representing 
multiple items



How localist are LSTM LM 
representations? (Ablation study)

(Lakretz et al., 
2019, NAACL)

https://www.aclweb.org/anthology/N19-1002
https://www.aclweb.org/anthology/N19-1002


How localist are LSTM LM 
representations? (Single-unit recording)

(Lakretz et al., 
2019, NAACL)

https://www.aclweb.org/anthology/N19-1002
https://www.aclweb.org/anthology/N19-1002


Edge probing

(Tenney et al., 
2019, ICLR)

https://arxiv.org/abs/1905.06316
https://arxiv.org/abs/1905.06316


Edge probing

(Tenney et al., 
2019, ICLR)

ELMo edge probing 
improves over baselines 
in syntactic tasks, not so 
much in semantic tasks

https://arxiv.org/abs/1905.06316
https://arxiv.org/abs/1905.06316


Layer-incremental edge 
probing on BERT

(Tenney et al., 
2019, ACL)

https://www.aclweb.org/anthology/P19-1452/
https://www.aclweb.org/anthology/P19-1452/


Outline

• Characterizing what the network learned using behavioral 
experiments (“psycholinguistics on neural networks”)


• What information is encoded in intermediate vectors? 
(“artificial neuroscience”)


• Interpreting attention heads 

• Symbolic approximations of neural networks



“Attention”

(Bahdanau et al., 2015, ICLR)

Can we use the attention weights to 
determine which n-th layer representation the 

model cares about in layer n+1?

https://arxiv.org/abs/1409.0473


Attention as MT alignment

(Bahdanau et al., 2015, ICLR)

Caveat: an RNN’s n-th hidden state is a 
compressed representation of the first n-1 words

https://arxiv.org/abs/1409.0473


Self-attention (e.g. BERT)



Syntactically interpretable 
self-attention heads (in BERT)

(Clark et al., 2019, BlackboxNLP)

https://www.aclweb.org/anthology/W19-4828/


Is attention explanation?

Attention correlates only weakly with other 
importance metrics (feature erasure, gradients)!
https://www.aclweb.org/anthology/N19-1357/

https://www.aclweb.org/anthology/D19-1002/

https://www.aclweb.org/anthology/N19-1357/
https://www.aclweb.org/anthology/D19-1002/


A general word of 
caution

(Wang et al., 2015)

“However, such verbal interpretations may overstate the degree of 
categoricality and localization, and understate the statistical and 
distributed nature of these representations” (Kriegeskorte 2015)



Outline

• Characterizing what the network learned using behavioral 
experiments (“psycholinguistics on neural networks”)


• What information is encoded in intermediate vectors? 
(“artificial neuroscience”)


• Interpreting attention heads


• Symbolic approximations of neural networks



DFA extraction

(Omlin & Giles, 1996, 
Weiss et al., 2018, ICML)

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=3&cad=rja&uact=8&ved=2ahUKEwjEypXmx5zmAhXMwVkKHWYqDfcQFjACegQIBRAB&url=http://proceedings.mlr.press/v80/weiss18a.html&usg=AOvVaw0-clZnheQX6rshpJDSj5YC


Method: Tensor Product 
Decomposition Networks

Sum of filler-role bindings

(McCoy, Linzen, Dunbar & Smolensky, 2019, ICLR)

https://arxiv.org/abs/1812.08718


Test case: sequence 
autoencoding

4,2,7,9 4,2,7,9
Encoder Decoder

4:first + 2:second + 7:third + 9:fourth=
Hypothesis:



Experimental setup: role 
schemes

Tree roles

4:first + 2:second + 7:third + 9:fourth=



Evaluation: substitution 
accuracy



RNN autoencoders can be 
approximated almost perfectly

(McCoy, Linzen, Dunbar & Smolensky, 2019, ICLR)

https://arxiv.org/abs/1812.08718


Different tasks favor 
different role schemes

(McCoy, Linzen, Dunbar & Smolensky, 2019, ICLR)

https://arxiv.org/abs/1812.08718


This experiment required 
assuming a particular role scheme

Tree roles

4:first + 2:second + 7:third + 9:fourth=



Learning the role scheme

(Soulos, McCoy, Linzen & Smolensky, 2019)

https://arxiv.org/abs/1910.09113


Summary
• Symbolic approximations are currently successful only for 

synthetic data


• It is difficult to understand how massive end-to-end neural 
networks do what they’re able to do, though the field has some 
ideas


• If interpretability and explainability are important:


• Use networks that operate over human-interpretable symbolic 
structure


• Use a pipeline approach with interpretable intermediate 
products


