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Knowledge of meaning

Aristotle taught Alexander

*Alexander taught Aristotle

He the almighty hurled

The almighty he hurled
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Semantic Roles
• Syntax describes the grammatical relationships between 

words and phrases
– But there are many different ways to express a 

particular meaning  
 

            

• These variations miss an important generalization
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• Structure is important, but 
one way it is important is as a 
“scaffolding for meaning”

• What we want to know is 
who did what to whom
(and when)
(and where)
(and how)

4

A linguistic 
hierarchy

pragmatics

semantics
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how can we represent knowledge? 

how do we do so in pursuit of 
solving some task?



Goal
• Given a sentence

– answer the question “who did what to whom etc”
– store answer in a machine-usable way
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– specifying a representation for word relationships
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• How do we represent meaning?
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Semantics

• Explicit representations
• Backed by human-

constructed databases 
and ontologies

• Feature-based models
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– End-to-end
– Backed by very large 

collections of unstructured 
human text

– Neural models

UNTIL RECENTLY NOW



lexical semantics

“Word Senses and WordNet” 
https://web.stanford.edu/~jurafsky/slp3/19.pdf



Words have many meanings
• Example

– She pays 3% interest on the loan.
– He showed a lot of interest in the painting.
– Microsoft purchased a controlling interest in Google. 
– It is in the national interest to invade the Bahamas. 
– I only have your best interest in mind.
– Playing chess is one of my interests.
– Business interests lobbied for the legislation.
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Words overlap in meaning
• What is the relationship among these words?

– {organization, team, group, association, conglomeration, 
institution, establishment, consortium, federation, 
agency, coalition, alliance, league, club, confederacy, 
syndicate, society, corporation}

– organisation?
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Word senses can be organized
• Synset: a group of words with a shared meaning

– This generalizes the notion of a word
– Nowadays we’d think of this as a cluster in some high-

dimensional space
• We can then define relationships between these sets of 

words
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Relationships
• Many-many relationship between form and meaning
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Relationships
• Many-many relationship between form and meaning
• Same forms

– polysemy many related meanings
– homonymy different meanings

• Different forms
– synonymy same / similar meanings
– antonymy opposite or contrary meaning
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More relationships
• Hypernym / hyponym

– IS-A(animal, cat)
– cat → feline → carnivore → placental mammal → 

mammal → vertebrate → …
• Meronymy (part / whole)

– HAS-PART(cat, paw)
– IS-PART-OF(paw, cat)

• Membership
– IS-MEMBER-OF(professor, faculty)
– HAS-MEMBER(faculty, professor)
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WordNet
• English WordNet: https://wordnet.princeton.edu/
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https://wordnet.princeton.edu/
http://wordnetweb.princeton.edu/perl/webwn?s=interest&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=00
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WordNet
• English WordNet: https://wordnet.princeton.edu/

– nouns, verbs adjectives

14

https://wordnet.princeton.edu/
http://wordnetweb.princeton.edu/perl/webwn?s=interest&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=00
https://wordnet.princeton.edu/
http://wordnetweb.princeton.edu/perl/webwn?s=interest&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=00


WordNet
• English WordNet: https://wordnet.princeton.edu/
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WordNet
• English WordNet: https://wordnet.princeton.edu/

– nouns, verbs adjectives
• Multilingual WordNet: http://compling.hss.ntu.edu.sg/omw/ 
• Examples: interest, tiger
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Example (interest)
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WordNet link

http://wordnetweb.princeton.edu/perl/webwn?s=interest&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=00
http://wordnetweb.princeton.edu/perl/webwn?s=interest&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=00


Example (synset)
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(a person who is gullible and easy to take advantage of)

S: (n) chump, fool, gull, mark, patsy, fall guy, sucker, soft 
touch, mug (a person who is gullible and easy to take 
advantage of)

Jurafsky & Martin, 3rd Ed., Ch 19. p. 6

http://wordnetweb.princeton.edu/perl/webwn?s=chump&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=100000000000000000000
http://(a%20person%20who%20is%20gullible%20and%20easy%20to%20take%20advantage%20of)
http://wordnetweb.princeton.edu/perl/webwn?s=chump&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=100000000000000000000
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=chump&i=0&h=0#c
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=fool
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=gull
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=mark
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=patsy
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=fall+guy
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=sucker
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=soft+touch
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=soft+touch
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=mug
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=chump&i=0&h=0#c
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=fool
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=gull
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=mark
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=patsy
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=fall+guy
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=sucker
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=soft+touch
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=soft+touch
http://wordnetweb.princeton.edu/perl/webwn?o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&s=mug


Word Sense Disambiguation
• How can we map word (tokens) to the correct sense?
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Supervised WSD
• Supervised approach

– Take a corpus tagged with senses
– Train a model on these tags
– Apply to new data at test time
–
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Feature-based models
• Define features that are predictive of senses

– window of words around the word
– POS tags of window words
– parse tree features
– …you get the picture

• Learn a model using standard ML techniques, typically
– P(sense | word, features)
– e.g., maxent, naive Bayes, CRF
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Contextual Embeddings
• The modern approach
• Compute contextual embeddings using (say) BERT or 

ELMo over a labeled dataset
– produce a cluster by averaging the embeddings over 

the whole (labeled) training data
– this produces a cluster for every sense of a word
– at test time, again compute the contextual embedding, 

then assign by nearest-neighbors
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Unsupervised WSD
• Consider:

– we have Wordnet
∎ which has groups of word forms, along with a gloss or 

definition
• organized hierarchically

• What if you don’t have labeled data to choose from? How 
might you assign the correct word sense?
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Lesk Algorithm
• (19.19) “The bank can guarantee deposits will eventually 

cover future tuition costs because it invests in adjustable-
rate mortgage securities.” 
 
 
 
 
 
 

– which is the correct assignment?
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Other approaches
• WordNet is huge, complicated, expensive to build
• Clustering

– Instead of mapping words to predefined senses, using 
clustering algorithms to induce unlabeled clusters

– Compute cluster centroids
– At test time, assign words to clusters based on the 

nearest centroid
– This has obvious connections to word embeddings
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Summary
• Some takeaways:

– Words can be grouped according to their overlapping 
senses called synsets

– These groups can then be organized into an ontology 
with relationships

– WordNet is a large database of these synsets, primarily 
for English

• Further reading:
– Jurafsky & Martin, 3rd Ed., Chapter 19  

https://web.stanford.edu/~jurafsky/slp3/19.pdf
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https://web.stanford.edu/~jurafsky/slp3/19.pdf
https://web.stanford.edu/~jurafsky/slp3/19.pdf


semantic role labeling



Semantic Role Labeling
• Assuming we can disambiguate a word, can we get back 

to the core question of identifying word relationships?
• Example sentence pair from before

– I broke the window
– The window was broken by me

• There is a generalization here involving the types of 
participants
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Much of the structure here follows Chapter 20 of  
Jurafsky & Martin, 3rd Ed.
https://web.stanford.edu/~jurafsky/slp3/20.pdf



Thematic Roles
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Thematic Roles
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FrameNet
• frame: the general background information relating to an 

event that is invoked and filled by the sentence
– established idea in cognitive science and semantics
– related to the idea of scripts (story patterns that underly 

an event or report)
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Example
• Consider these sentences
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these can be thought of as invoking the following frame



Semantic Role Labeling: the task
• Determine semantic roles of words in a sentence

– Input: You can’t blame the program for being unable to 
identify it.

– Output: [You]COGNIZER can’t [blame]TARGET [the 
program]EVALUEE [for being unable to identify it]REASON
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The algorithm
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Features
• Nonterminal label (“NP”)
• Governing category (“S” or “VP” = subject or object)
• Parse tree path
• Position (before  

or after predicate)
• Head word
• Many, many more  
 

• Trained with discriminative ML algorithms (SVM, MaxEnt)

35

path(ate→He)  
= VB↑VP↑S↓NP



Bringing it together
• This can finally bring us to the point where we have 

tuples, say of the form (action, agent, patient, [theme])
– e.g., (saw, man, bird, telescope)

• How can we use these?
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Bringing it together
• This can finally bring us to the point where we have 

tuples, say of the form (action, agent, patient, [theme])
– e.g., (saw, man, bird, telescope)

• How can we use these?
• Maybe question answering:

– build large database of tuples
– for a new question:

∎ map it to a tuple
∎ match it against the database, fill in the slot

36



Language data: sequences of symbols?
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Identity

deregulates  !=
John

revises
tax
and

deregulate



Words aren’t atomic

deregulates



What’s in a word?

deregulates



What’s in a word?
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What’s in a word?

deregulates



Old-school AI approach

Create some formalism

Manually add entries to generate a “lexicon”

Rules for composing entries, inflecting words, etc



WordNet



Lots of problems

Tremendous amount of effort involved

Inconsistent coverage

Not data-driven



Word Embeddings
Represent a word as a vector of real numbers
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Word Embeddings
Represent a word as a vector of real numbers

0.5
0.8
-0.6
1.3
0.0

tariff

deregulates
0.4
0.0
0.8
0.0
1.1

Trade-relatedness
Present-tense-ish

Polarity
Verb-like
Noun-like



Word Embeddings
Many useful properties

Word similarity via cosine-similarity

Document similarity, e.g. compare average vectors

Composition: Brother – Man + Woman = Sister, ran – run = “past tense”



“You will know a word by the company it 
keeps” –Firth, 1957



Representing a word’s “neighborhood”

Documents cat milk vet farm cow dog

1 0 2 3 12 10 2

2 12 1 11 0 0 0

3 1 11 0 1 14 0

4 0 0 13 1 0 10
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Beyond equality: how similar are 
words/docs?

Word-by-word dog cat cow milk

dog Max High Low Low

cat High Max Low Low

cow Low Low Max High

milk Low Low High Max

Doc-by-doc 1 2 3 4

1 Max Low High Low

2 Low Max Low High

3 High Low Max Low

4 Low High Low Max



Pets!
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Livestock!

Word-by-word dog cat cow milk

dog Max High Low Low

cat High Max Low Low

cow Low Low Max High

milk Low Low High Max

Doc-by-doc 1 2 3 4

1 Max Low High Low

2 Low Max Low High

3 High Low Max Low

4 Low High Low Max
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Principle Components Analysis
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Express matrix as a product of (simpler) 
matrices

Involves de-correlating various components

E.g. the simpler matrices are orthonormal

Usually some calculation of eigenvalues/vectors



PCA: Principle component analysis



SVD: Singular value decomposition

 

 

 



SVD: Singular value decomposition

 



LSA: Latent Semantic Analysis
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LSA: Latent Semantic Analysis

Topic 1 = [1.3 * dog, 2.4 * cat, -.3 * horse, …]

Document 1 = [.98 * topic 1, -1.8 * topic 2, …]



We Want a Story!

Connect well-formed probability distributions

This “generative story” explains how the data came to be

Describe this via a Bayesian Network (BN)



Example: Car Alarm
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Bayesian Networks
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Bayesian Networks

 

  

 

 

 

 

T F

.001 .999

T F

.1 .9

A True False

True .8 .2

False .01 .99



Naïve Bayes is a simple story
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Side note: BNs versus Factor Graphs

 

 

C 1 C 2 C 3

.1 .6 .3

C house frog …
1 .01 .003 …
2 .5 .001 …
3 .2 .02 …

 



LDA: Latent Dirichlet Analysis
(err…. “allocation”)

“Latent” because it focuses on unobserved “topic” variables

“Dirichlet” because this distribution is used as the prior to capture 
intuitions and improve inference



LDA: data, model, and story
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Ragged data matrix (could be rectangular…)
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Corresponds to the observed variable
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Each word is associated with a topic
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Here’s “how we generate documents”:
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Topic distributions are chosen “first”
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New document: pick topic proportions
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Each word: pick a topic from the document’s 
distribution
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Pick a word from that topic’s distribution

 

 

 

 

 

 

 

 

 

1 2 3 4

1 1 This 1 is 1 a 2 sentence

2 3 So 1 is 2 this

…



Markov Chain Monte Carlo

Markov chain: a “state” is a complete assignment of hidden variables

Monte Carlo: the next state is chosen at random (“sampled”)



Gibbs Sampling

Initialize all variables to values in their range

Calculate probability of this configuration

Loop:
Pick variable at random
Remove its value from consideration
Choose a new value for it based on its “Markov blanket”



Markov Blanket



Markov Blanket
for a given node



Markov Blanket
parents



Markov Blanket
children



Markov Blanket
children’s parents



Sample from P(A|B,C,D,E,F)

AD

E

B

F

C



A is insulated from rest of BN

AD

E

B

F

C



Sampling and tracking “sufficient statistics”

 



Conjugacy and “Collapsed” Sampling
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Fiddling with hyper-parameters
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Dirichlet prior
Which items/categories are likely?

run jump walk talk

.1 .1 .2 .1

run jump walk talk

100 100 200 100

run jump walk talk

Average .2 .2 .4 .2

Draw 10k samples



Dirichlet prior
How “concentrated” are they?

Run Jump Walk talk

.1 .1 .2 .1

.016 .003 .279 .557

.00000000001 .591 .407 .0009

.102 .00000000001 .891 .006

run jump walk Talk

100 100 200 100

.197 .187 .401 .217

.229 .206 .356 .208

.184 .188 .438 .190



Minka’s Fixed-Point Optimization

 



Properties of Gibbs Sampling

 



Alternative approach: Variational Methods

Pretend there are more independencies in the graph

Gives a simpler function that can be directly optimized

Only get a local optimum…

But we get it fast, and know when we get it!



Non-parametrics: “Chinese Restaurant Process”



Hierarchical topic models



Uses

Query expansion:

Initial query: “peaceful dog types”

Useful document: “labs are a gentle breed”

Classification features

Recommender systems etc.



Topic distributions over time and place


